
Project Description 

Diagnosing liver lesions using multiparametric MRI requires detecting complex, often subtle 
features - such as washout, fat content, capsular enhancement, and iron deposition - 
However, these features can be subtle and challenging to detect, often requiring the 
expertise of experienced radiologists, which limits the scalability of supervised AI 
approaches. 

With the rise of vision-language models (VLMs) like GPT-4V and DeepSeek-VL, a key 
question is whether such models can reliably identify and describe these features across 
diverse MRI sequences. This project explores the diagnostic potential of VLMs as assistive 
tools, with a particular focus on benchmarking their ability to "see" and reason over relevant 
imaging features in comparison to expert radiologist interpretations and pathology-
confirmed diagnoses. 

The primary goal is to systematically evaluate how well these models extract and describe 
clinically meaningful features from annotated MRI data, and to what extent their predictions 
aligns with real-world diagnostic outcomes. Depending on results and interest, the project 
may also explore fine-tuning existing models to improve domain-specific performance, or - if 
performance proves reliable - developing a lightweight graphical interface to make these 
models more accessible and interpretable in a clinical context. This research is part of the 
Liver Artificial Intelligene - Consortium, a collaborative initiative focused on advancing AI 
models in liver imaging, bringing together interdisciplinary expertise to unlock new 
diagnostic possibilities. Visit https://lai-consortium.org/ for more information.
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Interested in this project? 
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